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Goal: Given an cooking recipe in the form of natural language, extract unambiguous robot-executable plans with actions that are

Results

« We simulate Cook2LTL (AR+A) on held out Recipe 1M+
recipes and observe that it decreases LLM API calls (-51%),
Latency (-59%), and Cost (-42%) compared to a baseline
system (AR*) that queries the LLM for every newly encountered
action at runtime (See table below).

LLM Action Reduction

« Following Singh et al. [4], we prompt an LLM with a pythonic import
of the admissible actions in the environment and two example task
plans in the form of pythonic functions.

admissible in a kitchen environment.

Challenges

« Cooking poses a unique set of challenges to robots
[1]. -

« Natural language has a practically infinite space of

Once acquiring the plan for a newly seen action, we add the action

to the import to enable model to invoke it in subsequent executions.
« Additional simulations on 4 simple cooking tasks in an Al2-

THOR [5] kitchen show that Cook2LTL is still more time-
efficient but fails when the 1st LLM-generated plan is incorrect.

DO1l < ObJ >< ObJ >

actions, while robots can only execute a small set of Primitive Actions

from actions import ((stir <obj>, cut <obj>, pour <obj)><obj)>, turn <obj><obj)>, shake <obj>, pick up <obj>,put <obj><obj>,
<obj>, close <obj>, turn on <obj>, turn off <obj>, taste <obj>, wait <time>))

actions.

remove <obj><obj>,open

def bake(cake: what, oven: where, 30 minutes: time): def boil(eggs: what, pan: where):

« The language of recipes is ambiguous, with context- bt ko el fulalctharuhatio o Active Modules
. L. . .. put(water, pot) pick up(cake) put (water, pot) Metric AR AR Cook2L.TL (AR'I'A)
implicit POS, underspecitfied tasks, and explicit w | # ik up pot # put the cake on the baking par # pick up the pot an e o _ _ _ =
P , P , P ) putcake, baing pan pick uplpot) = Executability (%) | 0.91 £0.01 | 0.92+0.01 | 0.94 £ 0.01
. . u 0 on stoveto open 1€ oven b4 Dut the pot on the StOVQtOD - o » - »
sequencing language (e.g. until, before) [2]. § put (pot, stovetop! openloven) ohouggi st = Time (min) 14.85+1.05 | 9.89 +£0.46 | 6.05+0.12
S: fu;:rzn?:tzizzz;?p zu:l(’;a;i:(r;gb;:rl\r,mo:;:) in the oven :u;:\rzn?:t;:z;;?vetoo O COSt (5) 019 :]Z 001 016 :l: 000 011 :t OOO
h . bomttarcl Spamtardedly A cAE ol ot wuett e e s ety | S API calls (#) 2754+ 0.00 | 231+0.00 | 134+ 0.00
Approac g.' #.pick up the pasta # turn on the oven :a;ziw::\ir;;:;bz;li:g]pot 6 - gR s A l — g— g g y
pick up(pasta) turn on(oven) put(eggs, pot) - ¢ e efrlgera’te( PP e) — (Wl A (WZ A (W3 A W4)))
° FEE £ Pt The pesta.dn.the pot # wait for 30 minutes # wait until the eggs are boiled et

Semantically parse a recipe ¥ into a function

put(pasta, pot)
# wait

wait(timer==30 minutes)
# turn off the oven

wait(eggs_are_boiled)

. ol F (OpenOb ject(Refrigerator) B AF (PickupOb ject(Apple)
turn o the stovetop

wait(pasta==ready)
turn off(stovetop)

Chop the potato and the tomato with a knife

lNER Q)
a = CHOP(the potato and the tomato : WHAT,with aknife : HOW)

\ LTL Parsing (2)

o= (chop(the potato ,with a knife) A F chop(the tomato ,with a knife))

turn off(oven)

representation for every detected high-level action.

J

def boil(eggs: what, pan: where):

e Reduce each high-level actiona & & to a
combination of primitive actions from &.

« Cache the action reduction policy to an action
ibrary A for future use.

+ Translate 7 into an LTL formula ¢) with function
representations as atomic propositions.

Named Entity Recognition (NER) oo %\ &
ererences

®
: : chop (tomato, with a knife): ® . chop (bread, with a knife):
« Annotate subset of Recipe1M+ dataset [3] with g ke G S e fetion chop€ A # pick up the knife 11 Bollini et al. Int g 4 . . L ¥
: : : YW1 pick up(knife) el ———  pick up(knife) ollini et al. Interpreting ana executing recipes with a CookKing
Sd l lent categorles % Of an action. # elice the tomato with the knife .ll # elice the bread with the knife robot. Experimental Robotics 2013.
Y, slice(tomato) slice(bread)

» Fine-tune a BERT NER model to predict €.

What| [Temp]
— s —
Preheat the oven to 350F.

How| [Verb| [What] How
Slowly add the mllk whisking constantly.
M ~ [what]  [Where]

Spnnkle some pepper on the meat just before flipping over.

CWhat‘D @here) CHOW" CTlmeD Temp W [Time] How
Cook until the sauce thickens, about 10 minutes, stirring frequently.
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LTL Decoding ()
b = F((Fwi A Fun) AF (Fui A Fu) )
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