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Goal: Given an cooking recipe in the form of natural language, extract unambiguous robot-executable plans with actions that are 
admissible in a kitchen environment.
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Cook2LTL: Translating Cooking Recipes to LTL Formulae 
using Large Language Models

Challenges 
• Cooking poses a unique set of challenges to robots 

[1]. 

• Natural language has a practically infinite space of 
actions, while robots can only execute a small set of 
actions. 

• The language of recipes is ambiguous, with context-
implicit POS, underspecified tasks, and explicit 
sequencing language (e.g. until, before) [2].
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Approach 
• Semantically parse a recipe    into a function 

representation for every detected high-level action. 
• Reduce each high-level action            to a 

combination of primitive actions from    . 
• Cache the action reduction policy to an action 

library     for future use. 
• Translate    into an LTL formula     with function 

representations as atomic propositions.

Submitted to ICRA 2024 
Code: https://github.com/angmavrogiannis/Cook2LTL-Translating-Cooking-Recipes-to-Primitive-LTL-Action-Formulae

Named Entity Recognition (NER) 
• Annotate subset of Recipe1M+ dataset [3] with 

salient categories     of an action. 

• Fine-tune a BERT NER model to predict    .

LLM Action Reduction 
• Following Singh et al. [4], we prompt an LLM with a pythonic import 

of the admissible actions in the environment and two example task 
plans in the form of pythonic functions. 

• Once acquiring the plan for a newly seen action, we add the action 
to the import to enable model to invoke it in subsequent executions.

Results 
• We simulate Cook2LTL (AR+    ) on held out Recipe1M+ 

recipes and observe that it decreases LLM API calls (-51%), 
Latency (-59%), and Cost (-42%) compared to a baseline 
system (AR*) that queries the LLM for every newly encountered 
action at runtime (See table below). 

• Additional simulations on 4 simple cooking tasks in an AI2-
THOR [5] kitchen show that Cook2LTL is still more time-
efficient but fails when the 1st LLM-generated plan is incorrect.
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